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Abstract

Future wired-wireless multimedia networks require di-
verse quality-of-service (QoS) support. To this end, it is es-
sential to rely on QoS metrics pertinent to wireless links.
In this paper, we develop a cross-layer model for adaptive
wireless links, which enables derivation of the desired QoS
metrics analytically from the typical wireless parameters
across the hardware-radio layer, the physical layer and the
data link layer. We illustrate the advantages of our model:
generality, simplicity, scalability and backward compatibil-
ity. Finally, we outline its applications to power control,
TCP, UDP and bandwidth scheduling in wireless networks.

1. Introduction

Next-generation wired-wireless networks are evolving to
accommodate a variety of services, including voice, data
and real-time or streaming video/audio. Different applica-
tions come with diverse QoS requirements, in terms of data
loss, delay and throughput.

The “bottleneck” in such networks is the wireless link,
not only because wireless resources (bandwidth and power)
are more scarce and expensive than their wired counter-
parts, but also because the overall system performance de-
grades markedly due to multipath fading, Doppler, and
time-dispersive effects introduced by the wireless air inter-
face. Unlike wired networks, even if large bandwidth/power
is allocated to a certain wireless connection, the loss and de-
lay requirements may not be satisfied when the channel ex-
periences deep fades. Therefore, judicious schemes should
be developed to support prioritization and resource reser-
vation in wireless networks, in order to enable guaranteed
QoS with efficient resource utilization.

To this end, it is essential to construct wireless link mod-
els that can provide the desired QoS metrics under diverse
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Figure 1. End-to-end connection

wireless conditions. Many models have been established
at separate layers, including energy-consumption models
for hardware and path-loss models for radio propagation at
the hardware-radio layer1 [7]; the Rayleigh, Rician, Nak-
agami fading models at the physical layer [20, 22]; and
queuing models at the data link layer [5]. These models
are suitable for traditional computer or telecommunication
networks; however, individually-layered models may not fit
future multimedia wireless networks, where QoS support
involves radio resource management (RRM), e.g., power
control and bandwidth scheduling, across multiple layers.
For example, the energy-consumption, path-loss and fading
models do not characterize QoS metrics such as delay and
buffer overflow; on the other hand, traditional queuing mod-
els do not consider typical wireless features, such as power,
fading and Doppler effects. These considerations motivate
modeling of wireless links for QoS supportacross layers.

In this paper, we develop a cross-layer model of adap-
tive wireless links for QoS support in multimedia networks.
Our model isdistinct from most existing wireless link mod-
els, because it analytically extracts the QoS metrics from the
typical wireless parameters across the hardware-radio layer,
the physical layer and the data link layer. It offers general-

1 The hardware and radio issues could be included in the physical layer.
However, theoretical and practical evolution of wireless communica-
tions promotes the roles of hardware and radio functions, such as ra-
dio frequency (RF) analog circuits, very large scale integration (VLSI)
digital circuits, antennas, display equipment, etc.. To improve analy-
sis and design in future wireless communication systems, these func-
tions are preferred to be conceptually isolated from the software or al-
gorithm related physical layer functions, such as modulation and cod-
ing, synchronization, training, etc..
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Figure 3. Layers and processing units

ity, simplicity, scalability and backward compatibility.

2. Modeling Preliminaries

2.1. System Description

Fig. 1 illustrates an end-to-end connection between a
server (source) and a client (destination), which includes
a wireless link with a single-transmit and a single-receive
antenna. As depicted in Fig. 2, a queue (buffer) is imple-
mented at the base station of the wireless link, and oper-
ates in a first-in-first-out (FIFO) mode. An adaptive mod-
ulation and coding (AMC) controller follows the queue at
the base station (transmitter), and the AMC selector is im-
plemented at the client (receiver). The layer structure of the
connection under consideration and the processing units at
each layer are shown in Fig. 3.

At the wireless link, multiple transmission modes are
available, with each mode representing a pair of a specific
modulation format, and a forward error correcting (FEC)
code, as in the HIPERLAN/2 and the IEEE 802.11a stan-
dards [8]. Based on channel estimation at the receiver,
the AMC selector determines the modulation-coding pair
(mode), which is sent back to the transmitter through a
feedback channel, for the AMC controller to update the
transmission mode. Coherent demodulation and maximum-
likelihood (ML) decoding are employed at the receiver.
The decoded bit streams are mapped to packets, which are
pushed upward to the data link layer.

We consider the following group of transmission modes:
TM: Convolutionally codedMn-ary rectangular/square
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Figure 4. Processing unit at each layer

QAM, adopted from the HIPERLAN/2, or, the IEEE
802.11a standards, which are listed under Table 1, in a rate
ascending order.
Although we focus on TM, other transmission modes can
be similarly constructed [1–3,11].

We next detail the processing unit at each layer in Fig. 4:
At the physical layer of the wireless link, the data are

transmitted frame by frame, where each frame contains a
fixed number of symbols (Ns). Given a fixed symbol rate,
the frame duration (Tf seconds) is constant, and represents
thetime-unit throughout this paper. With time-division mul-
tiplexing (TDM), each frame is divided intoNc + Nd time
slots, where for convenience we let each time-slot con-
tain a fixed number ofNb/R1 symbols. Defining a data
packet as a group ofNb information bits, each time slot can
transmit exactlyRn/R1 packets with transmission mode
n. Specially for the TM, one time-slot can accommodate
R1/R1 = 1 packet with moden = 1, R2/R1 = 2 pack-
ets with moden = 2 and so on. TheNc time slots con-
tain pilots and control information. TheNd time slots con-
vey data, which are scheduled to different users with time-
division multiple access (TDMA) dynamically. Each user is
allocated a certain number of time slots per frame. We fo-
cus on a single user here, referring the reader to [17] for
scheduling issues of multiple users.

At thedata link layer of the base station (transmitter), the
queue has finite-length (capacity) ofK packets. The queue
is served by the AMC module at the physical layer. The cus-
tomers of the queue are packets.

At the network layer, we will not deal with routing is-
sues. At the base station, the arriving process of the data-
gram stream is assumed to be independent of the AMC and
queue status.

At the transport layer of the server and the client, the
TCP or UDP protocols are implemented,

We next list our operating assumptions:
A1: The wireless channel is frequency-flat fading, and re-
mains invariant per frame, but is allowed to vary from frame



Mode 1 Mode 2 Mode 3 Mode 4 Mode 5
Modulation BPSK QPSK QPSK 16-QAM 64-QAM

Coding RateRc 1/2 1/2 3/4 3/4 3/4
Rn (bits/sym.) 0.50 1.00 1.50 3.00 4.50

an 274.7229 90.2514 67.6181 53.3987 35.3508
gn 7.9932 3.4998 1.6883 0.3756 0.0900

γpn(dB) -1.5331 1.0942 3.9722 10.2488 15.9784

(The generator polynomial of the mother code isg = [133, 171]. )

Table 1. Transmission modes with convolutionally coded modulation

to frame. This corresponds to a block fading channel model,
which is suitable for slowly-varying channels. AMC is thus
implemented on a frame-by-frame basis [13].
A2: Perfect channel state information (CSI) is available at
the receiver relying on training-based channel estimation.
The corresponding mode selection is fed back to the trans-
mitter without error and latency [4]. The assumption that
the feedback channel is error free could be (at least approx-
imately) satisfied by using heavily coding feedback streams.
On the other hand, the feedback latency could be compen-
sated by channel prediction [9].
A3: If the queue is full, the additional arriving packets will
be dropped, so that the overflow content is lost [15].
A4: Error detection based on CRC is perfect, provided that
sufficiently error detection CRC codes are used [18].
A5: If a packet is received incorrectly at the client after er-
ror detection, we declare packet loss as well as loss of the
encapsulated datagram and segment [16].

For flat fading channels adhering to A1, the channel
quality is captured by a single parameter, namely thein-
stantaneous received signal-to-noise ratio (SNR)γ. Since
the channel varies from frame to frame, we adopt the gen-
eral Nakagami-m model to describeγ statistically [4]. The
received SNRγ per frame is thus a random variable with a
Gamma probability density function:

pγ(γ) =
mmγm−1

γ̄mΓ(m)
exp

(
−mγ

γ̄

)
, (1)

whereγ̄ := E{γ} is theaverage received SNR,Γ(m) :=∫ ∞
0

tm−1e−tdt is the Gamma function andm is the Nak-
agami fading parameter (m ≥ 1/2). This model includes
the Rayleigh channel whenm = 1. An one-to-one mapping
between the Rician factor and the Nakagami fading param-
eterm allows Rician channels to be well approximated by
Nakagami-m channels [22].

The wireless channel parametersγ̄ andm are determined
by the hardware parameters of wireless equipment (e.g., the
transmitter output powerPt, the receiver noise powerPN ,
the antenna lossLi) and by the propagation conditions of
radio waves (e.g., the distance between transmitter and re-
ceiverd, the carrier frequencyfc and the path-loss model).

2.2. Adaptive Modulation and Coding (AMC)

Efficient bandwidth utilization for a prescribed error per-
formance at the physical layer can be accomplished with
AMC schemes, that match transmission parameters to the
wireless channel conditions adaptively and are adopted by
many standard wireless networks, such as 3GPP/3GPP2,
HIPERLAN/2, IEEE 802.11/15/16 [1–3,8,11].

The objective of AMC is to maximize the data rate by ad-
justing transmission parameters to channel variations, while
maintaining a prescribed packet error rateP0 [4]. Let N de-
note the total number of transmission modes available (N =
5 for TM). As in [4], we assume constant power transmis-
sion, and partition the entire SNR range inN + 1 non-
overlapping consecutive intervals, with boundary points de-
noted as{γn}N+1

n=0 . In this case,

moden is chosen, whenγ ∈ [γn, γn+1). (2)

To avoid deep channel fades, no data are sent whenγ0 ≤
γ < γ1, which corresponds to the moden = 0 with rate
R0 = 0 (bits/symbol). The design objective of AMC is to
determine the boundary points{γn}N+1

n=0 .
For simplicity, we approximate the instantaneous packet

error rate (PER) as [13, eq. (5)]:

PERn(γ) ≈
{

1, if 0 < γ < γpn,

an exp (−gnγ) , if γ ≥ γpn,
(3)

wheren is the mode index,γ is the received SNR, and
the mode-dependent parametersan, gn, and γpn are ob-
tained by fitting (3) to the exact PER2. With packet length
Nb = 1, 080, the fitting parameters for TM are provided in
Table 1 [13]. Based on (1) and (2), the moden will be cho-
sen with probability [4, eq. (34)]:

Pr(n) =
∫ γn+1

γn

pγ(γ)dγ

=
Γ(m,mγn/γ̄) − Γ(m,mγn+1/γ̄)

Γ(m)
,

(4)

whereΓ(m,x) :=
∫ ∞

x
tm−1e−tdt is the complementary

incomplete Gamma function. LetPERn denote the aver-
age PER corresponding to moden. In practice, we have

2 A similar approximation was adopted in [10] but for the bit error rate.
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γn > γpn, which implies thatPERn can be obtained in
closed-form as (c.f. [4, eq. (37)]):

PERn =
1

Pr(n)

∫ γn+1

γn

an exp(−gnγ)pγ(γ)dγ (5)

=
1

Pr(n)
an

Γ(m)

(
m

γ̄

)m Γ(m, bnγn) − Γ(m, bnγn+1)
(bn)m

,

n = 1, . . . , N,

wherebn := m/γ̄ +gn. The average PER of AMC can then
be computed as the ratio of the average number of packets
in error over the average number of transmitted packets [4]:

PER =
∑N

n=1 RnPr(n)PERn∑N
n=1 RnPr(n)

. (6)

We want to find the thresholds{γn}N+1
n=0 , so that the pre-

scribedP0 is achieved for each mode:PERn = P0, which
naturally leads toPER = P0 based on (6). GivenP0, γ̄, and
m, the following threshold searching algorithm determines
{γn}N+1

n=0 and guarantees thatPERn is exactlyP0 [15]:
Step 1: Setn = N , andγN+1 = +∞.
Step 2: Search for the uniqueγn ∈ [0, γn+1] based on (5),
that satisfies:

PERn = P0 . (7)

Step 3: If n > 1, then setn = n − 1 and go to Step 2; oth-
erwise, go to Step 4.
Step 4: Setγ0 = 0.

In summary,{γn}N
n=0 are determined byP0 in our AMC

design. The SNR region[γn, γn+1) corresponding to trans-
mission moden constitutes the channel state indexed byn.
To describe the variation of these channel states, we rely on
a finite state Markov chain (FSMC) model, which we de-
tail in the next section.

3. QoS-Oriented Wireless Link Model

In this section, we develop a wireless link model across
the hardware-radio layer, the physical layer and the data link

layer, which enables us to derive the desired QoS metrics
analytically.

Fig. 5 illustrates the wireless link model, which consists
of the path-loss SNR, the FSMC channel and the discrete-
time queuing sub-modules. The inputs of the model are the
wireless link parameters, including channel conditions, ra-
dio/hardware resources and traffic characteristics; while the
output yields the QoS metrics, i.e., packet loss rate, aver-
age packet delay and throughput. We will next specify the
model according to these three sub-modules.

3.1. Path-Loss SNR Model

At the hardware-radio layer, the average received SNRγ̄
can be expressed as:

γ̄ = Pt − Li − PN − Lp, (8)

wherePt (dBm) is the transmitter output power;Li (dB)
is the implementation loss due to hardware connecting ca-
bles, antenna patterns, etc.;PN (dBm) is the receiver noise
power, which is related to the hardware noise figure and
bandwidth [20]; andLp (dB) is the path loss due to radio
propagation, which is based on many well-established mod-
els [20,22]. Here, we adopt the generalized expression ofLp

as:
Lp = G1 + G2 log10 fc + G3 log10 d, (9)

whereG1, G2, G3 are constants corresponding to applica-
tion scenarios, e.g., urban or country areas,fc (Hz) is the
carrier frequency andd (m) is the distance from transmit-
ter to receiver [20,22].

In summary, given the hardware-radio conditionsd, fc,
Pt, Li, PN , the average received SNR̄γ can be determined
as in (8), which enables us to characterize the channel vari-
ation at the physical layer using the following finite-state
Markov chain (FSMC) channel model.

3.2. FSMC Channel Model

The average received SNR̄γ only indicates the large-
scale radio propagation characteristics [20, 22]. In order to
describe small-scale channel variations, we adopt an FSMC
channel model as in [21]. Assuming slow fading conditions
so that transitions happen only between adjacent states, the
probability of transition exceeding two consecutive states is
zero [21]; i.e.,

Pl,n = 0, |l − n| ≥ 2. (10)

The adjacent-state transition probability can be determined
by [21, eqs. (5) and (6)]:

Pn,n+1 =
Nn+1Tf

Pr(n)
, if n = 0, . . . , N − 1,

Pn,n−1 =
NnTf

Pr(n)
, if n = 1, . . . , N,

(11)



whereNn is the cross-rate of moden (either upward or
downward), which can be estimated as [24, eq. (17)]:

Nn =
√

2π
mγn

γ̄

fd

Γ(m)

(
mγn

γ̄

)m−1

exp
(
−mγn

γ̄

)
,

(12)
wherefd denotes the mobility-induced Doppler spread. The
probability of staying at the same staten is [23]:

Pn,n =




1 − Pn,n+1 − Pn,n−1, if 0 < n < N,

1 − P0,1, if n = 0,

1 − PN,N−1, if n = N.

(13)
Therefore, the transition matrix of the FSMC is banded as:

Pc = [Pi,j ](N+1)×(N+1). (14)

Although we adopted a banded channel transition matrix for
simplicity, the ensuing results apply to general channel tran-
sition matrices.

In a nutshell, given̄γ, m, fd, P0 at the physical layer, we
model the small-scale channel variations using an FSMC
with transition matrixPc, which allows us to derive the QoS
metrics of the wireless link at the data link layer through the
discrete-time queuing model we outline next.

3.3. Discrete-Time Queuing Model

The performance criteria at the physical layer usually ex-
clude delay and overflow. On the other hand, many wire-
less communication systems operate in discrete-time scales
[1–3, 8, 11]. For these reasons, we develop the following
discrete-time queuing model to obtain the desired QoS met-
rics of wireless links.

3.3.1. Queuing Analysis Our goal here is to model and
analyze the queuing arrival process, the service process and
the queue state recursion, in order to derive the stationary
behavior of the queuing system along the lines of [15].

With reference to Fig. 6, lett index time units (frames at
the physical layer) andAt denote the number of packets ar-
riving in time t. We assume that the processAt is station-
ary with meanE{At} = λ and independent of the queue
state as well as the channel state. For simplicity, we fur-
ther assume thatAt is Poisson distributed with parameterλ
(packets/time-unit) [5, pp. 164]:

P (At = a) = λae−λ/a!, a ≥ 0, (15)

where the ensemble-averageE{At} = λ andAt ∈ A :=
{0, 1, . . . ,∞}.

Different from non-adaptive modulations, AMC dictates
a dynamic, rather than deterministic, service process for the
queue, capable of transmitting a variable number of pack-
ets per time unit (frame). LetCt (packets/time-unit) denote
this transmission capability, i.e., the number of packets that

UtUt-1Ut-2

CtCt-1

At-1 At

tt-1

# of Arriving Packets :

Queue State :

Time Index :

Queuing Server State :

At

Ut

Ct

Figure 6. Discrete-time queuing model

can be transmitted at timet. Corresponding to each trans-
mission moden, let cn (packets/time-unit) denote the num-
ber of packets transmitted with AMC moden per time unit.
We then have:

Ct ∈ C, C := {cn : cn = bRn/R1, n = 0, . . . , N} , (16)

whereb is the number of time slots reserved for this con-
nection, that we termbandwidth coefficient.

As specified by (16), the AMC module yields a queue
server with a total ofN + 1 states{cn}N

n=0, with the ser-
vice processCt representing the evolution of server states.
Since the AMC moden is chosen when the channel enters
the staten, we model the service processCt as an FSMC
with transition matrix given by (14).

Having modeled the queue service process, we now fo-
cus on the queue itself. LetUt denote the queue state (the
number of packets in the queue) at the end of time-unit
t, i.e., at the beginning of time-unitt + 1. It is clear that
Ut ∈ U := {0, 1, . . . ,K}. At time t, we first transmit
min{Ut−1, Ct} packets out of the queue; and haveAt ar-
riving packets enter the queue. Under the buffer-length con-
straintK, we can express the queue state recursion, as in
[15, eq. (19)]:

Ut = min{K, max{0, Ut−1 − Ct} + At}. (17)

In order to obtain the stationary behavior of this queu-
ing system, we construct an FSMC with an augmented state
pair (Ut−1, Ct) containing both the queue and the server
states. Let(Ut−1, Ct) denote the pair of queue and server
states and letP(u,c),(v,d) denote the transition probability
from (Ut−1 = u,Ct = c) to (Ut = v, Ct+1 = d), where
(u, c) ∈ U × C and(v, d) ∈ U × C. We can then obtain the
transition matrix as (see also [15, eq. (20)]):

P = [P(u,c),(v,d)], (18)

having its generic entry given by [15, eq. (22)]:

P(u,c),(v,d) = P (Ut = v, Ct+1 = d|Ut−1 = u,Ct = c)
= P (Ct+1 = d|Ut = v, Ut−1 = u,Ct = c)

× P (Ut = v|Ut−1 = u,Ct = c)
= P (Ct+1 = d|Ct = c)

× P (Ut = v|Ut−1 = u,Ct = c), (19)



where the last equality follows from the fact thatCt+1 only
depends onCt, andP (Ct+1 = d|Ct = c) = Pc,d can be
found from the entries ofPc in (14). Based on (17), one can
easily verify that [15, eq. (23)]:

P (Ut = v|Ut−1 = u,Ct = c) (20)

=




P (At = v − max{0, u − c}) if 0 ≤ v < K,

1 −
∑

0≤v<K

P (Ut = v|Ut−1 = u,Ct = c), if v = K.

We have proved that the stationary (steady-state) distri-
bution of the FSMC(Ut−1, Ct) exists and is unique [15].
Let this stationary distribution be:

P (U = u,C = c) := lim
t→∞P (Ut−1 = u,Ct = c). (21)

For notational convenience, let alsoπ(u,c) := P (U =
u,C = c), and define the row vector:

π := [π(0,c0), . . . , π(0,cN ), . . . , π(K,c0), . . . , π(K,cN )].
(22)

The stationary distribution of(Ut−1, Ct) can then be com-
puted from the equality [5]:

π = πP,
∑

u∈U,c∈C
π(u,c) = 1, (23)

which yieldsπ as the left eigenvector ofP corresponding
to the eigen-value1. On the other hand, the stationary distri-
bution ofAt exists ast → ∞. LettingA := lim

t→∞At, from

(15), we have:

P (A = a) = P (At = a), (24)

andE{A} = E{At} = λ. Based on the stationary distribu-
tion P (U = u,C = c) andP (A = a), it now becomes pos-
sible to evaluate the QoS over wireless links as detailed in
the following.

3.3.2. QoS of Wireless Links Let us now evaluate the
QoS metrics in terms of the packet loss rateξ, the through-
put η and the average delayτ , over wireless links. Letting
Pd denote the packet dropping (overflow or blocking) prob-
ability upon the queue, and based onP (U = u,C = c) in
(21) andP (A = a) in (24), we can computePd (c.f. [15, eq.
(31)]) as:

Pd =
E{D}
E{A} =

E{D}
λ

, (25)

which is the ratio of the average number of dropping packets
E{D} over the average number of arriving packetsE{A}
per time unit, where

E{D} =
∑

a∈A,u∈U,c∈C

[
max{0, a − K + max{0, u − c}}

× P (A = a) × P (U = u,C = c)
]
. (26)

A packet is correctly received by the client, only if it is
not dropped from the queue (with probability1−Pd) and is
correctly received through the wireless channel (with prob-
ability 1−P0). Hence, we can obtain the packet loss rate as
in [15, eq. (13)]:

ξ = 1 − (1 − Pd)(1 − P0), (27)

and the throughput as in [15, eq. (14)]:

η = E{A}(1 − ξ) = λ(1 − ξ). (28)

Let us now derive the average delayτ . With the stationary
distributionP (U = u,C = c) in (21), we can compute the
average number of packets in the queue and in transmission
as [16, eq. (21)]:

Nwl =
∑

u∈U,c∈C
uP (U = u,C = c) (29)

+
∑

u∈U,c∈C
min{u, c}P (U = u,C = c). (30)

Based on Little’s Theorem [5], the average delay per packet
through the wireless link can be calculated as [16, eq. (22)]:

τ =
Nwl

E{A}(1 − Pd)
=

Nwl

λ(1 − Pd)
. (31)

In summary, given the channel-state transition matrix
Pc, bandwidth coefficientb, data arriving rateλ and buffer
lengthK, we can ascertain QoS over the wireless link ana-
lytically through the following steps:
1) Construct the FSMC transition matrixP of the state pair
(Ut−1, Ct) in (18) and compute its stationary distribution
P (U = u,C = c) as in (21).
2) Calculate the average number of packets dropped per
time-unitE{D} as in (26) and the dropping probabilityPd

as in (25).
3) Compute the packet loss rateξ from (27), the through-
putη from (28) and the average packet delayτ from (31).

Now, we obtain the QoS metrics of the wireless linkξ,
τ , η, based onPc, b, λ andK. We will next discuss the ad-
vantages and applications of our QoS-oriented wireless link
model.

4. Advantages and Applications

4.1. Key Advantages

We will next summarize the key advantages of our pro-
posed QoS-oriented wireless link model:
1) Generality is offered for analysis and designs of wireless
multimedia networks, because the QoS metrics expressed in
terms of packet loss rate, average packet delay and through-
put can be obtained based on the typical wireless link pa-
rameters across the hardware-radio layer, the physical layer
and the data link layer.
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Figure 7. Packet loss rate ξ vs. target PER P0

2) Simplicity is provided, because the computational com-
plexity mainly comes from computing the stationary dis-
tribution π, that amounts to solving linear equations as in
(23). The QoS metrics only need to be updated based on
slow-varying parameters. On the other hand, look-up tables
can be used in practical implementation.
3) Scalability is ensured, because the three sub-modules,
namely the path-loss SNR model, the FSMC channel model
and the discrete-time queuing model are isolated, and can
thus be individually tailored to fit different scenarios. For
example, we may construct the wireless link model by com-
bining the FSMC channel model with the discrete-queuing
model, ignoring the intricacies of the hardware-radio layer,
as in [14].
4) Backward compatibility is offered, because the path-loss
SNR model can be adopted from many well-established
radio-propagation models at the hardware-radio layer [20,
22]; the FSMC channel model is widely used in the analysis
and designs of wireless networks at the physical layer (c.f.,
[21] and references therein); and the discrete-time queuing
model is based on the standard eigen-decomposition analy-
sis for discrete-time Markov chain at the data link layer [5].

These advantages will be illustrated clearly through the
ensuing application examples.

4.2. Application Examples

4.2.1. Power Control for QoS Support We here illustrate
the effect of power control schemes, i.e., varying the trans-
mitter powerPt, on the QoS metrics of a wireless link.

For the path-loss SNR model, we consider inputsd =
800 (m), fc = 900 (MHz), Li = 5 (dB), PN = −100
(dBm) and letPt vary in {37, 38, . . . , 43} (dBm) [20]. We
adopt Lee’s path-loss model and obtainLp = −130 (dB)
from Fig. 2.46 in [22, pp. 108] for the Philadelphia urban
area. Therefore, the average received SNRγ̄ is a function of
Pt based on (8). For the FSMC channel model, we assume
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Figure 8. Average delay τ vs. target PER P0
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Figure 9. Throughput η/λ vs. target PER P0

m = 1.0, fdTf = 0.01 andP0 varying over the typical re-
gion [10−4, 10−1]. For the discrete-time queuing model, we
supposeb = 1, λ = 2.5 (packets/time-unit) andK = 100
(packets). Besides, we letTf = 2 (ms) [8].

We plot the QoS metricsξ, τ , η/λ vs.P0 in Fig. 7, Fig.
8, and Fig. 9 for different values ofPt. We notice that high
transmission power leads to small packet loss rate, low de-
lay and large throughput, becauseγ̄ increases whenPt be-
comes large according to (8). For the effects ofP0 on the
QoS metrics and the corresponding optimization, we refer
the reader to [14–16]. With the extracted QoS metrics, the
suitable transmission power can be determined, in order to
guarantee the desired QoS with efficient resource utiliza-
tion.

4.2.2. TCP Performance in Wireless Access Based on
the reassembled wireless link model with the FSMC chan-



nel and the discrete-time queuing sub-modules, we have
also analyzed the performance of TCP protocol in wireless
access, using the fixed-point method combining the TCP
model [6,19]; details are reported in [16].

4.2.3. UDP with QoS Guarantees and Efficient Band-
width Utilization In [12], we optimized the bandwidth uti-
lization of an end-to-end UDP connection, guaranteeing the
prescribed QoS over adaptive wireless links, based on our
reassembled wireless link model.

4.2.4. Wireless Bandwidth Scheduling in Multiuser
Scenario With the same wireless link model, we de-
veloped a bandwidth scheduling algorithm along with
an admission control policy, which provides heteroge-
neous QoS support for multiple users in wireless net-
works [17].

5. Conclusions and Future Directions

In this paper, we developed a cross-layer model of adap-
tive wireless links for QoS support in multimedia networks.
We focused on wireless communication systems with adap-
tive modulation and coding at the physical layer and finite-
length queuing at the data link layer. We then proposed
our QoS-oriented wireless link model considering typical
wireless link parameters across the hardware-radio layer,
the physical layer and the data link layer. We finally illus-
trated the key advantages of our model (generality, simplic-
ity, scalability and backward compatibility); and outlined
its applications to power control, TCP, UDP and bandwidth
scheduling in wireless networks.

The frequency-flat fading channels have been studied;
however, frequency-selective channels may be considered
in the future. Although average packet delay was investi-
gated here, the bounded delay for a given outage probabil-
ity is under current consideration.
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